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Abstract—This paper presents a stochastic hourly coordination
strategy for wind units and cascaded hydro generation as storage
to firm up the hourly dispatch in a generating company (GENCO).
The proposed strategy is based on the stochastic price-based unit
commitment (Stochastic PBUC) formulation which includes wind
energy imbalance charges. The forecast errors of electricitymarket
price and wind speed are simulated with the Monte Carlo method
via a scenario approach. The risk-aversion constraints are consid-
ered for limiting a GENCO’s financial risks when considering un-
certain wind power generation. The proposed optimization model
is solved by mixed-integer linear programming (MIP) and illustra-
tive examples examine the effectiveness of the proposed risk-based
coordination model for optimizing a GENCO’s payoff.

Index Terms—Cascaded hydro and wind coordination,
risk-aversion, stochastic price-based unit commitment.

NOMENCLATURE

Variables:

EDR Expected downside risk ($).

Denote a cascaded hydro unit.

Commitment status of hydro unit at hour .

Denote an intrahour interval.

Coordinated generation dispatch
corresponding to hydro unit at hour
(MW).

Payoff of scenario ($).

Dispatch of hydro unit at hour (MW).

Dispatch of hydro unit at hour and
intrahour interval in scenario (MW).

Dispatch of wind unit at hour (MW).

Dispatch of wind unit at hour and
intrahour in scenario (MW).
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Curtailed wind power of wind unit at hour
and intrahour interval in scenario (MW).

Imbalance power of wind unit at hour and
intrahour interval in scenario (MW).

Absolute imbalance power of unit at hour
and intrahour interval in scenario (MW).

Water discharge of hydro unit at hour
(Hm /h).

Discharge of hydro unit at hour and
intrahour interval in scenario (Hm /h).

Discharge to hydro unit from upstream
hydro units with the delay time at time
(Hm /h).

Downside risk of scenario ($).

Natural inflow of hydro unit at hour
(Hm /h).

Denote a scenario.

Spillage of hydro unit at hour in scenario
(Hm /h).

Hour index.

Reservoir volume of hydro unit at hour
(Hm ).

Reservoir volume of hydro unit at hour
in scenario (Hm ).

Denote a wind unit.

Operation status/shutdown indicator of hydro
unit at hour .

Auxiliary binary variables.

Constants:

Targeted expected downside risk target ($).

Water-to-power conversion curve of hydro
unit .

Number of intrahour intervals.

Number of hydro units.

Number of scenarios.

Probability of scenario .

Min/Max generation of hydro unit .
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Forecasted wind power of unit at hour
and intrahour interval in scenario (MW).
Forecasted wind power unit at hour
(MW).

Min/Max discharge limits of hydro unit
(Hm /h).

Geographic reservoir connection vector of
hydro unit .

Binary variable representing the direct
cascaded configuration of hydro units and
.

Ramp up/down limits of hydro unit
(MW/min).

Startup/shutdown cost of hydro unit .

Set of wind units in coordination with hydro
unit .

Min/Max spillage limits of hydro unit
(Hm /h).

Target payoff of a GENCO ($).

Min/Max reservoir volume limits of hydro
unit (Hm ).

Initial/terminal water reservoir of hydro unit
(Hm ).

Wind forecast error at time .

Random Gaussian variable with the mean
equal to zero and corresponding standard
deviation.

ARMA constants.

Energy balancing price in scenario
($/MWh).

Day-ahead energy market price at hour in
scenario ($/MWh).

Real-time market price at hour and intrahour
interval in scenario ($/MWh).

I. INTRODUCTION

A GENCO’s objective is to maximize profit through market
participation. Price-based unit commitment (PBUC) is

a decision tool that is used by GENCOs for procuring the
optimal generation bids and/or self-scheduling decisions in
day-ahead by considering market price forecasts. However,
GENCOs, as market participants, have no obligation to balance
supply with loads. Independent system operators (ISOs) use a
security-constrained unit commitment (SCUC) tool that would
utilize the submitted bids to clear the day-ahead market. ISOs
balance supply with loads in a secure and economic fashion.
Usually, the perfect information on the day-ahead market

price and wind speed is not available. Thus, GENCOs apply a
stochastic model for forecasting hourly wind speed and market
price. A stochastic PBUC model is then utilized that would

maximize the GENCO’s payoff while minimizing its financial
risks. The GENCO’s payoff consists of energy sales minus the
cost of energy production and imbalance penalties. The cost of
imbalance energy could reduce the GENCO’s potential payoff
if the real-time energy dispatch does not match that of day
ahead.
The GENCO’s finances may be subject to major risks when

considering wind energy forecast errors. In general, the daily
pattern for wind energy may not coincide with that of electricity
demand. Wind energy imbalance charges may be incurred if
the real-time wind energy differs from the day-ahead schedule
[1]–[10]. The lack of dispatchability of installed wind energy
capacity would make it difficult for GENCOs to take advantage
of daily differences in electricity prices.
The wind energy forecast errors could also have a major

impact on the secure operation of power systems. The ISO
may consider preventive and corrective actions for managing
the secure operation of power systems with intermittent and
volatile wind energy [11]. A stochastic model was applied in
[12] to examine the impact of high penetration of wind energy
on power system operations. The auto-regressive moving
average (ARMA) time series model was considered in [13] to
simulate the wind speed volatility. A deterministic PBUC was
applied for developing fossil unit bidding strategies [14]–[16].
A stochastic PBUC solution was presented in [17] and [18] for
formulating power market dynamics.
This paper proposes a risk-constrained day-ahead coordina-

tion strategy for wind and cascaded hydro (storage) units in a
GENCO. Wind energy variations could occur within minutes
while the day-ahead schedule is hourly, so an intrahour-based
model is proposed in this paper to firm up the coordinated wind
and hydro generation. The paper shows that the fast ramping and
storage capabilities of cascaded hydro units could compensate
wind energy volatilities. The Monte Carlo simulation is used to
generate scenarios, and scenario reduction techniques are ap-
plied to eliminate low-probability scenarios and bundle similar
ones to identify a limited number of effective scenarios while
maintaining a reasonably good approximation of the original
system [19]. The advantage of applying the Monte Carlo sim-
ulation resides in the fact that the required number of samples
for a given accuracy level is independent of the system uncer-
tainty dimension, and, therefore, is suitable for the simulation
of power systems with a large number of uncertainties.
Scenario reduction algorithms include the fast backward

method, the fast backward/forward method, and the fast
backward/backward method [19], [20]. The algorithms have
different computational performance, and the choice of algo-
rithms for a certain problem depends on the size of the problem
and the required solution accuracy. For large scenario trees, the
fast backward method would provide the best computational
performance with the worst accuracy. The results of the fast
forward method are more accurate at the cost of longer compu-
tational time. In this paper, the fast backward/forward method
is selected to reduce the number of scenarios.
The day-ahead hourly market clearing prices (MCPs) are pro-

vided as input and the uncertainty of MCPs is represented via
scenarios using time series [17], [18]. There is no transmission
congestion considered between wind and hydro unit locations
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(i.e., day-ahead hourly prices are the same for wind and hydro
units.) The real-time energy balancing prices are announced
daily by the ISO [21]. The energy balancing cost is the daily cost
of deviation in the real-time dispatch of market entities, which
is allocated as credit to other generating units for supplying en-
ergy deviations, or as credit to real-time system demand for en-
hancing the system reliability.
The rest of the paper is organized as follows. Section II pro-

vides the stochastic PBUC formulation with the wind-hydro in-
trahour coordination. Section III illustrates the proposed for-
mulation in two examples, and the conclusion is presented in
Section IV.

II. STOCHASTIC PBUC FORMULATION

The objective of PBUC is to maximize a GENCO’s payoff,
which is the revenue from the sales of energy or bilateral
contracts minus the operation cost of GENCO. The operation
cost includes the production cost, startup/shut down costs, and
imbalance energy charges incurred by wind energy variations.
In this paper, we focus on the coordination strategy of wind and
hydro units, thus the hourly scheduling of other types of gen-
erating units (thermal, combined-cycle, and pumped-storage
units) is not discussed [17], [18].
In the proposed stochastic PBUC problem, there are first-

and second-stage variables. A first-stage variable is stated as a
decision variable which is made before uncertainties are dis-
closed, that is, yielding identical values in all scenarios such
as . A second-stage variable is scenario-dependent, which
can be an intrahour variable depending on , , and such as

. The stochastic PBUC formulation is discussed next for
the wind-hydro coordination.

A. Uncoordinated Scheduling of Wind and Hydro Units

The stochastic PBUC would maximize the GENCO’s ex-
pected payoff (1), subject to prevailing constraints. The first
term in the objective function is the revenue from hydro and
wind energy sales to day-ahead markets. The second term
represents the operation cost of hydro units which includes
startup and shutdown costs. The imbalance charges for wind
units included in the last two terms of (1) are paid based
on and paid based on .
Since the coordinated scheduling of cascaded hydro and

wind units is not considered here, the objective function of
hydro-wind can be decoupled into two independent optimiza-
tion problems. The water to power curve of hydro unit ,
expressed in (2) is generally a nonlinear, nonconvex curve
[22], in which the hydro power generation has a nonlinear
correlation with the water flow through the turbine and water
head. Using auxiliary binary variables, the nonconvex water
to power curve can be converted into the piecewise linearized
model and incorporated into the proposed MIP formulation
[18], [22], [23]. There are two popular methods used in the
power industry for solving such MIP models including the
branch-and-bound/branch-and-cut and Lagrangian Relaxation
[24]. The advantages of branch-and-bound/branch-and-cut over
the Lagrangian Relaxation approach for solving the MIP-based
PBUC problem was discussed in detail in [25]. It was shown
that the branch-and-bound/branch-and-cut-basedmethodwould

(1)

(2)

(3)

(4)

(5)

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)
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procure a near-optimal/good-enough solution with enhanced
modeling and convergence acceleration strategies.
Other constraints include water discharge limits (3), reservoir

volume (4), initial and terminal reservoir volume (5), water
balance constraints for cascaded hydro units (6), and water
spillage limits (7). Minimum on/off time and ramping up/down
constraints are given in [17] and [18]. In (6), is the
geographic reservoir connection vector with binary elements

if the hydro unit is a direct up stream
of unit ; otherwise . In addition, in (8)
represents the delayed water discharge to the hydro unit from
upstream hydro units.
Since wind speed variations could occur within minutes,

the intrahour variations of wind generation is integrated into
the proposed scheduling model. In this paper, the wind speed
forecast is procured by the Markov chain with the probability
transition matrix. Wind speed values are classified into several
categories represented by the mean value at each group. The
probability transition matrix can either be obtained by histor-
ical data or by probability distribution parameters of the wind
speed. Using the Weibull distribution function and the autocor-
relation factor, the probability transition matrix is procured by
composing an initial probability vector, a weighting matrix and
a normalizing vector [26]. The probability transition matrix,
which is a square matrix, defines probabilities of transiting
from one wind speed category to other wind speed categories.
Once the probability transition matrix is built, the wind speed
time series can be procured with the Markov chain method.
The wind speed forecast error is further represented by ARMA
[27], [28]. Since the number of time steps for one day is not
large enough (144 time steps for one day considering 10-min
interval), the synthesized time series may have mean and
standard deviations that are different from the corresponding
values in the Weibull distribution function. Thus, the mean and
the standard deviation are adjusted to procure the desired wind
speed time series. The diurnal pattern strength which represents
the daily pattern of wind speed is applied to the time series.
The diurnal pattern has the sinusoidal form, in which the peak
value indicates the ratio of the maximum wind speed to the
average wind speed. The intrahour-based wind unit constraints
include hourly and intrahour power generation schedule (9)
and generation limits (10)–(11). The available wind energy
is calculated using the wind speed forecast and used as input
to PBUC. Equations (12)–(15) incorporate in the
stochastic PBUC problem, where is a large positive number.

B. Coordinated Scheduling of Wind and Hydro Units

In this case, the coordinated scheduling of cascaded hydro
unit with one or more wind units is considered for providing
an hourly firm power dispatch. The first term in (16) shows
the GENCO’s revenue and the second term represents the op-
eration cost of hydro unit. Since the hourly wind generation is
firm, the imbalance energy charge will be zero. The unit com-
mitment (UC) of hydro and wind units determines the hourly
on/off status, and the generation dispatch provides a 10-min so-
lution. Thus, by coordination, the sum of intrahour wind
and hydro generation is equal to the hourly generation
dispatch (17). Note that is a scenario-independent

first-stage decision variable, which is calculated before uncer-
tainties are imposed. The wind power is dependent on
the wind speed forecast. The wind power generation follows the
power curve of the wind turbine, which is zero below the cut-in
or above the cut-out speeds.

(16)

(17)

(18)

(19)

(20)

(21)

(22)

(23)

(24)

(25)

(26)

(27)

(28)

(29)

In (18), the intrahour wind power in scenario is
equal to the wind power forecast minus the nonnega-
tive curtailed wind power . The intrahour hydro power
generation is dependent on the water discharge rate which
is subject to the discharge limit (19). Ramping limits (20) show
that the hydro power increment in two consecutive intrahours is
limited. The wind-hydro coordination with sufficient ramping
provides complimentary power from cascaded hydro units to
wind units to make for all wind units in . In
(21) and (22), the hourly hydro unit commitment is related to
startup and shutdown indicators.
The intrahour hydro power generation is dependent on water

discharge in (23). The intrahour reservoir volume constraints of
hydro units are given in (24) and (25). The intrahour reservoir
volume in (26) is dependent on its previous intrahour value,
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discharge water flow in the present intrahour, inflow water flow
from upstream hydro unit, inflow water flow, and spillage in
each intrahour. In (27), the volume in the first intrahour of each
hour is dependent on the volume in the last intrahour of the
previous hour, the present net water flow rate, spillage, inflow
and inflow from upstream hydro units. The intrahour quantities
in (28) and (29) are similar to (7) and (8).

C. Risk Assessment

A GENCO would be concerned with the risk associated with
its payoff when considering market price uncertainties [17],
[18]. Suppose the GENCO’s day-ahead target payoff is .
The payoff risk given in (30) is associated with the failure to
meet the target payoff. The linear expression of risk (30) is
represented in (31) by auxiliary binary variables

(30)

(31)

Here, the expected downside risk is smaller than the accepted
risk level. If a GENCO is not satisfied with its payoff that is
below the target, an upper expected downside risk given in (32)
will be appended into the PBUC formulation

(32)

Hence, the original risk-neutral model is turned into a risk-
constrained model by including (31)–(32). The objective is to
calculate the expected payoff while keeping the expected down-
side risk within an acceptable range. The target should
be carefully designed since a tight constraint on the expected
downside risk (i.e., relatively low risk or high targeted
payoff) could result in an infeasible solution.

D. Risk-Based Stochastic PBUC Solution

The proposed stochastic PBUC for the cascaded hydro and
wind unit coordination is solved by a MIP package (CPLEX).
The deterministic PBUC solution is obtained when uncer-

tain variables are replaced by their forecasts. If the transmission
network is considered, the dimension of the stochastic PBUC
can increase significantly. The solution techniques based on the
Benders’ decomposition are considered to deal with large-scale
systems by decomposing the problem into tractable master UC
and hourly network evaluation subproblems [29], [30].

III. NUMERICAL EXAMPLES

In this section, two case studies are illustrated to investi-
gate coordinated and uncoordinated scheduling strategies in the
GENCO’s portfolio with cascaded hydro and wind units. We as-
sume no transmission congestion among wind and hydro units
since they belong to the same GENCO. Detailed hydro unit data
are given in Table I, where are the quadratic, linear, and
constant coefficients of water-to-power conversion curves, re-
spectively. The errors in market price forecast (i.e., day-ahead
MCPs and energy balancing price) and the wind energy forecast
uncertainty are simulated via 10 000 scenarios using the Monte

TABLE I
CHARACTERISTICS OF CASCADED HYDRO UNITS

TABLE II
THREE-HOUR AHEAD CASES

Fig. 1. Wind speed forecast.

Carlo simulation, and efficient algorithms are used to reduce the
number of scenarios [19], [20]. In the following, a three-hour
ahead case and a day-ahead case are studied.

A. Three-Hour Ahead Scheduling

Table I shows the system data in which a 3-h coordination of
hydro unit H1 is considered with a 200-MW wind generating
unit. Table II shows the six cases in which risk constraints are
not included. The forecasts for wind and day-ahead MCP and
their respective forecast errors are given in Figs. 1 and 2. Based
on the available forecasting techniques, the wind speed forecast
would have a larger error (i.e., 10%–20%) than the price fore-
cast (less than 10%); thus a higher standard deviation is used to
represent wind speed forecast errors.
The wind speed forecast follows the Weibull distribution

function, with the Weibull constant equal to 2 and the average
wind speed equal to 9.1 m/s. The 3-h pattern strength is 0.34 at
the peak hour 3, which is the ratio of the peak wind speed to the
average wind speed during the 3-h period. The ARMAmodel is
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Fig. 2. Day-ahead MCP forecast.

used to simulate the wind speed forecast error [27], [28]. Since
the autocorrelation factor (ACF) and partial autocorrelation
factor (PACF) decrease dramatically as the time lag increases,
a lower order ARMA (1,1) represented in (33) is used.

(33)

ARMA constants can be procured by minimizing the differ-
ence in the root mean square error (RMSE) between the sim-
ulated ARMA model and the wind speed measurement data
[28]. In this paper, it is assumed that the ARMA constants are

. The standard deviation represented by
the truncated Gaussian distribution function in which
ranges from 3% of the wind speed forecast for a 10-min lag

time to 11% of the wind speed forecast for a 3-h lag time, which
shows that the forecast error increases linearly in the forecast
horizon. Once a large number of scenarios are generated, the
boundary levels are derived by the maximum deviations of wind
speed scenarios located above/below the forecast, as shown in
Fig. 1.
Similarly, autoregressive integrated moving average

(ARIMA) is used to procure the price forecast error, which is a
nonstationary stochastic process. The nonstationary forecasted
time series can be represented by periodic and stationary time
series. In this case, the trend of periodic component is shown in
Fig. 2, while the standard deviation of the stationary component
represented by the truncated Gaussian distribution function

is 1% for a 10-min lag and 5% for a 3-h lag [31].
The standard deviation of stationary components increases
linearly with the time-lag. The 3-h pattern strength is 0.28, and
the peak price hour is 1:50. The average price is 19$/MWh.
The boundary levels in Fig. 2 show the maximum deviation of
random variables located above/below the forecast at each time
interval.
The number of scenarios is reduced to 3 with the cor-

responding probabilities of 0.5188, 0.1822, and 0.2990,
respectively. The probabilities are procured by eliminating
scenarios with very low probabilities and bundling scenarios
that are very close in terms of statistical metrics [19], [20].
The simulation results are compared in coordinated and un-
coordinated scheduling cases. The payoffs for Cases 1–6 are
summarized in Table III with a target payoff of $6000. The
results are discussed as follows.

TABLE III
PAYOFFS IN THE THREE-HOUR AHEAD PROBLEM ($)

Fig. 3. Three-hour ahead schedule in Case 1.

Fig. 4. Three-hour ahead schedule in Case 2.

1) Uncoordinated Scheduling of Wind and Hydro Units:
Figs. 2–6 show the dispatch results for the uncoordinated
scheduling Cases 1–4 listed in Table II. In Cases 1 and 2, the
imbalance energy charges have a smaller impact on payoff
since the energy balancing price is 5 $/MWh which is much
lower than average MCPs.
We offer the following observations.
• Deterministic versus stochastic scheduling solutions

The imbalance energy, its cost, and the wind energy curtailment
are higher in the stochastic solution. Figs. 3 and 4 show that
there are 3.27 and 6.21 MWh of curtailments in Cases 1 and
2, respectively. Comparing Cases 3 and 4, the imbalance en-
ergy in Case 3 is 10.22 MWh while it increases to 13.13 MWh
in Case 4. The imbalance energy charge in Case 3 is $711.55
which increases to $933.02 in Case 4. Figs. 5 and 6 show 59.98
and 63.30MWh of curtailment in Cases 3 and 4, respectively. At
certain intrahours, the wind power generation is not the same as
its hourly dispatch which indicates that the wind power is cur-
tailed to minimize imbalance energy charges. Table III shows
that the stochastic scheduling solutions would lead to higher
payoffs in the uncoordinated cases. The hydro unit payoff is
also increased in the stochastic solutions; however, the wind unit
payoff calculated by the energy balancing price increases from
Cases 3 to 4, and decreases from Cases 1 to 2. The determin-
istic payoffs and imbalance energy costs in Table III are forecast
values which are procured by applying deterministic values to
uncertain parameters in the market.
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Fig. 5. Three-hour ahead schedule in Case 3.

Fig. 6. Three-hour ahead schedule in Case 4.

• Impact of energy balancing price on imbalance energy
As the energy balancing price increases, the imbalance en-
ergy decreases. Here, the imbalance energy is decreased from
55.20 MWh in Case 1 to 10.22 MWh in Case 3. The same
applies to Cases 2 and 4.
• Impact of energy balancing price on wind energy curtail-
ment

Comparing Cases 1 and 2 with Cases 3 and 4, it is seen that
higher energy balancing price increases the wind energy cur-
tailment to avoid imbalance energy charges. The wind energy
curtailment increases from 3.27 MWh in Case 1 to 59.98 MWh
in Case 3. A similar observation can be procured for stochastic
Cases 2 and 4.
• Impact of energy balancing price on total payoff

Table III shows a lower payoff when the energy balancing price
is higher. A lower payoff occurs when the wind energy unit
payoff is lowered due to the imposed energy balancing price.
The comparison shows that the stochastic scheduling solution
demonstrates a higher payoff once energy balancing prices are
higher. The increase in payoff from Case 1 to Case 2 is 1.3%
while the increase in payoff from Case 3 to Case 4 is 66.8%.
• EDR in deterministic and stochastic cases

The EDR of the deterministic solution measures the risk of the
deterministic solution in terms of scenarios. The EDR for a
target payoff of $6000 is $45.62 for the deterministic solution
(Case 1) and $19.50 for the stochastic solution (Case 2). The
difference of $26.12 shows a lower risk for the stochastic sched-
uling solution. Thus, the stochastic solution would increase the
total payoff and decrease the financial risks as compared with
the deterministic scheduling solution.
2) Coordinated Wind and Cascaded Hydro Units: Cases 5

and 6 investigate the benefits of coordinated dispatch of cas-
caded hydro and wind units. In comparison with Cases 1–4, im-
balance energy charges are not incurred in Cases 5 and 6 since
the scheduling coordination of wind and cascaded hydro units
will firm up the output and is zero. The following ob-
servations are deducted by comparing coordinated and uncoor-
dinated scheduling cases.

Fig. 7. Three-hour ahead schedule results in Case 5.

Fig. 8. Three-hour ahead schedule results in Case 6.

Fig. 9. Payoffs with energy balancing price.

• Impact of stochastic analysis
Figs. 7 and 8 show a wind energy curtailment of 12.42 and
37.08 MWh in Cases 5 and 6. Again, the wind energy curtail-
ment is higher in the stochastic scheduling cases.
• Impact on the total payoff and risk

The coordinated Cases 5 and 6 in Table III show that the sto-
chastic solution would result in lower risks and total payoffs.
In Table III, although the downside risk is decreased in the sto-
chastic solution, the total payoff is decreased by 4.2%. In ad-
dition, the cascaded hydro unit payoffs are decreased in the
coordinated scheduling cases. Hence, the scheduling coordina-
tion may not be economically beneficial for cascaded hydro
units. Comparing Cases 4 and 6, it is shown that higher energy
balancing prices will lower the risk and increase the expected
payoff with the coordination. However, Cases 2 and 6 show
that the coordination may not improve the GENCO’s expected
payoff in a lower energy balancing price.
Fig. 9 presents the payoffs in Cases 4 and 6. For the uncoor-

dinated Case 4, the expected payoff decreases with an increase
in energy balancing price until the price is high enough to elim-
inate wind power deviations, so the payoff is the highest at the
zero energy balancing price. In this case, the maximum expected
payoff is $7374.06 at $/MWh, and the minimum
payoff is $4619.51 starting roughly at $/MWh. In
the coordinated Case 6, the expected payoff is constant since the
energy balancing prices have no impact on payoffs. The uncoor-
dinated and coordinated scheduling cases are equally profitable
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Fig. 10. Wind turbine power curves.

Fig. 11. Wind power forecast error of W3.

in Fig. 9 where the two curves cross ( $/MWh).
Thus, the coordination provides a higher return when the en-
ergy balancing price is higher than 18.2 $/MWh.

B. Day-Ahead Scheduling

We consider the day-ahead schedule in a GENCO with three
wind farms (W1–W3) and seven hydro units in two catchments
(H1–H4 in catchment 1 and H5–H7 in catchment 2). The wind
farm capacities are 200, 200, and 250 MW, respectively and the
wind power curves are shown in Fig. 10. We assume W1 and
W2 are located near catchment 1 and W3 is close to catchment
2. Thus, the coordinated scheduling of W1–H2, W2–H3, and
W3–H6 is considered.
The hydro unit characteristics are given in Table I, andmarket

prices and wind speeds are forecasted as discussed before. Ten
thousand scenarios are generated originally and 30 are retained
after scenario reduction. In this case study, the standard devia-
tion of forecast error of wind speeds increases linearly from 3%
of forecasted wind speed for the 1-h lag time to 11% of fore-
casted wind speed for the 24-h lag time. The diurnal strength
pattern is 0.34 with the average wind speed 9.1 m/s and hour of
peak wind speed of 24. The wind generation forecast error of
W3 is shown in Fig. 11. Here, the wind power forecast error is
higher than that of the wind speed because of nonlinear and non-
convex characteristics of the wind turbine power curve. Alter-
natively, the forecast error of wind generation can be simulated
by fat tailed Beta distribution function in which the parameters
are dependent on wind generation levels [32].
The wind generation forecast error is procured based on the

wind speed forecast error and four cases are studied, as shown in
Table IV. The energy balancing price of 30$/MWh is used in all
four cases and risk constraint is imposed as given in Table IV.

TABLE IV
CASES CONSIDERED IN THE DAY-AHEAD SCHEDULING

TABLE V
UC FOR H2, H5 AND H6 IN CASE 1

TABLE VI
UC FOR H2, H5 AND H6 IN CASE 2

TABLE VII
UC FOR H2, H5 AND H6 IN CASE 3

TABLE VIII
UC FOR H2, H5 AND H6 IN CASE 4

The stochastic PBUC has 160 010 continuous variables, 18 576
binary variables, and 171 685 constraints, which is solved in
about 30 s with an Intel 2.13-GHz personal computer. The im-
pact of coordination and risk constraints are evaluated on the
GENCO’s hourly scheduling, generation dispatch, and payoff.
The results are discussed as follows.
• Impact on Unit Commitment (UC)
Tables V–VIII show the UC results for units H2, H5, and H6

in Cases 1–4. Comparing Cases 2–4 with Case 1, the hourly unit
commitment changes are highlighted in Tables VI–VIII. The
changes in Table VI are due to the inclusion of risk constraint.
The UC solutions for units H2 and H6 are changed to satisfy the

limit for the given target payoff at the cost of lowering the
payoff. The changes listed in Table VII are due to coordination.
Similar to Case 2, the changes listed in Table VIII are due to
risk constraints and coordination in Case 4. Since H5 is located
on the upstream of H6 with a water discharge flow delay time
of 2 h, the scheduling coordination of W3-H6 when considering
the risk constraint would require the commitment of H5 at hour
4 as opposed to hour 2. H5 is shutdown at the end of the day to
satisfy terminal reservoir requirements. In Case 4, H2 and H6
are committed at all hours for coordination with wind units.
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Fig. 12. Day-ahead generation dispatch of W1 in Case 1.

Fig. 13. Day-ahead generation dispatch of W1 in Case 3.

TABLE IX
EXPECTED PAYOFF AND DOWNSIDE RISK FOR ALL CASES ($)

• Impact on generation dispatch
Figs. 12 and 13 show the generation dispatch of W1 in Cases

1 and 3. The generation dispatch of W1 in Cases 2 and 4 have
similar trends and thus are not presented here. As expected, the
generation dispatch follows the trend in wind energy scenarios.
Without any coordination, the optimal generation dispatch in-
curs an average wind power curtailment of 12.99 MW. The ex-
pected wind energy imbalance is 27.58 MWh for W1. With co-
ordination, the average wind power curtailment is 3 MW which
is 76.9% lower than that without coordination. The hydro unit
generation is represented by the distance between dots and the
generation dispatch curve. There is no imbalance wind energy
because hydro units provide intrahour power to complement the
wind unit generation.
• Impact on payoff
Table IX shows expected payoffs and downside risks

with a target payoff of $900 000. If the expected downside
risk of $7648 in Case 1 is unacceptable, the GENCO can
control the associated risk level with the proposed method.
In order to obtain the minimum allowable downside risk,
the risk will be penalized in the objective function with
a large penalty factor. Accordingly, the minimum down-
side risk is $6855 with an expected payoff of $896 730. In
Case 2, an acceptable risk level is $7000 with a payoff of
$897 498. In comparison with Case 1, the risk is reduced
by – % at the cost of reducing the
expected payoff by – %.
In Case 3, EDR is $3082 with an expected payoff of

$914 083. The minimum EDR is $2997 with an expected

payoff of $913 747 which is procured by penalizing the risk
into the objective. In Case 4, we set the maximum EDR to
$3000 and obtain an expected payoff of $913 756, which shows
a reduction in risk of 2.66% at the cost of 0.04% reduction in
payoff, as compared to Case 3.
Table IX shows that the scheduling coordination will increase

the expected payoff and decrease the downside risk. By set-
ting EDR in an acceptable range in Cases 2 and 4, the expected
payoff in the coordinated Case 4 will be higher. Table IX shows
that the acceptable EDR in Case 4 is far less than that in Case 2;
hence scheduling coordination will decrease EDR and increase
the expected payoff.

IV. CONCLUSION

The proposed study and its results demonstrate that the sched-
uling coordination of cascaded hydro and wind units can firm
up wind energy, increase expected payoffs, and reduce down-
side risks of GENCOs. When wind and hydro units are not
coordinated, energy balancing prices would affect the genera-
tion dispatch decisions. Also, the expected payoff will decrease
when the energy balancing price is increased. It is shown that
depending on the energy balancing price, the payoff in unco-
ordinated hydro and wind unit cases may be larger than that in
coordinated cases. Hence, the GENCO may decide to schedule
cascaded hydro and wind units in either coordinated or uncoor-
dinated configurations, which depends on the accuracy of fore-
cast of the day-ahead energy balancing price. The wind energy
curtailment will increase with energy balancing prices, in order
to avoid imbalance energy charges. Thus, the coordination of
wind and hydro scheduling would lower the wind curtailment
and increase the GENCO’s payoff by mitigating the imbalance
energy charges. The coordination will result in lower wind cur-
tailment in both stochastic and deterministic scheduling solu-
tions. It is shown that the hydro unit payoffs will decrease once
they are coordinated with wind energy units. However, elimi-
nating the imbalance energy charges for wind energy units in
coordinated cases could increase the total payoff of a GENCO
at certain energy balancing prices.
The stochastic scheduling solution would lower the

GENCO’s expected downside risk as compared to the de-
terministic scheduling solution. In addition, in uncoordinated
cases, the stochastic scheduling solution will result in higher
payoffs for a GENCO as compared to the deterministic sched-
uling solution.
Other storage technologies, such as the vanadium redox-flow

battery (VRB) storage and pumped-storage hydro, may also
be used to firm up wind energy. However, storage efficiency
cycle, storage capacity, reservoir balance, and limited number
of charge/discharge cycles per day could increase wind power
curtailments and limit the GENCO’s payoffs.
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